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Abstract—Good prediction is necessary for autonomous
robotics to make informed decisions in dynamic environments.
Improvements can be made to the performance of a given data-
driven prediction model by using better sampling strategies when
collecting training data. Active learning approaches to optimal
sampling have been combined with the mathematically general
approaches to incentivizing exploration presented in the curiosity
literature via model-based formulations of curiosity. We present
an adversarial curiosity method which minimizes a score given
by a discriminator network. This score gives a measure of
prediction certainty enabling our approach to sample sequences
of observations and actions which result in outcomes considered
the least realistic by the discriminator. We demonstrate the
ability of our active sampling method to achieve higher prediction
performance and higher sample efficiency in a domain transfer
problem for robotic manipulation tasks.

I. INTRODUCTION

Predicting well is challenging due to the inherent tradeoffs
present between desirable model properties including sample
efficiency, generalizability, transferability, and accuracy. For
example, if a model is specialized to be more accurate,
it may lose transferability. While building better prediction
models is perhaps the most intuitive approach for improving
prediction, creating more effective sampling strategies can
improve prediction in a manner which avoids compromises
in model design. The active learning and active perception
literature has long established the ability of good sampling
strategies to increase sample efficiency and model performance
[15, 5, 1, 3, 23]. Robotic learning has more recently demon-
strated the ability of high-dimensional data-driven methods
to transfer across platforms by sampling a small collection
of data in the new domain [6]. However, in this class of
robot learning problems, only random sampling is currently
used to select samples in the new domain. In this work, we
show that a targeted sampling approach based on optimizing a
curiosity-driven objective, leads to sample efficient prediction
performance improvements in a domain transfer problem, as
illustrated in Figure 1.

Methods for curiosity incentivize exploration based on ex-
pected information gain (typically via mathematical proxies)
which can be used to perform targeted sampling [18, 19, 20,
10]. Many of the curious strategies for exploration incorporate
perception-based prediction models [14, 4]. However, these
formulations of curiosity are structured as a reward derived
after the action taken and thus require knowledge of the
action outcome. This methodological approach necessitates
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Fig. 1. Active sampling to enable domain transfer. Our method trains an
action-conditioned prediction model and a discriminator on the dataset in the
initial domain. It then samples actions from the new domain that result in the
most uncertain predictions, allowing it to train a prediction model in the new
domain with a small number of samples.

integration with model-free reinforcement learning in which
rewards provide feedback to an updated policy for selecting
actions. In contrast, model-based methods use a prediction
model directly to select actions, so curiosity measurements
must be made before the action is taken to execute curious
behavior [11, 13, 21, 2].

In work most similar to our own, Shyam et al. [21] uses
a measurement of uncertainty estimated from the variance
between an ensemble of prediction models as an objective
in a model-based curiosity approach. The action resulting in
the highest variance of outcome expectations is taken. Our
formulation of model-based curiosity uses an objective based
on minimizing a score given by a discriminator network in
order to choose actions which result in outcomes considered
the least realistic by our adversarial network. Our method
integrates with model-based reinforcement learning via a more
computational efficient measurement for curiosity.

In summary, we present the following contributions toward
improving prediction for robotic manipulation tasks.

1) Adversarial curiosity objective compatible with model-
based reinforcement learning systems.

2) Method for active learning using our curiosity approach
as an objective for the cross-entropy method.

3) Demonstration of increased prediction performance and
increased sample efficiency of models trained with sam-
ples from our curiosity strategy collected on a Baxter
robot platform in domain transfer experiments.
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Fig. 2. The process used for online training with a curiosity objective provided by the loss from our discriminator network in a domain transfer problem.
The model and the discriminator are initially trained on an existing dataset from domain A (1). The model and discriminator are used to select and execute
sequences of actions that optimize the curiosity objective in domain B, generating a new dataset (2). The dataset from domain B is used to train the model
(3). The model is used to select sequences of actions that optimize a task-based objective, allowing the robot to perform useful tasks in domain B (4).

II. ADVERSARIAL CURIOSITY OBJECTIVE

Consider the dynamics of a system F mapping past states
It and actions at to future states via

It+1:t+Tf+1 = F
(
It:t−Tp

, at:t+Tf

)
, (1)

for Tf , Tp > 0 future and past time intervals, respectively. We
then denote by

x =
(
It:t−Tp

, at:t+Tf
, It+1:t+Tf+1

)
(2)

any trajectory generated by system (1), and denote by p(x)
the distribution over these trajectories.

In our experimental setting (see Section III), system states
It represent RGB images, and actions at represent continuous
controls inputs applied to a robotic arm. We note however
that the method that we present next is completely general,
and is equally applicable to continuous or discrete state and
action spaces – although we foresee no conceptual or technical
roadblocks in applying our method to other settings, we leave
experimental validation to future work.

Our model-based curiosity method is defined in terms of
the following three components:

i) A modelM generates predictions of future states Î given
past states I and actions a. These predictions are made
over a prediction horizon H using a set number of past
context states C. Thus, our prediction model is given by

Ît+1:t+H+1 =M(It−C:t, at:t+H). (3)

To lighten notational burden going forward, we let a :=
at:t+H , c := It−C:t.

ii) A discriminator D, which assigns a score st to each real
trajectory x generated by system (1) as well as imagined
trajectories generated by the prediction model (3). To train
the discriminator D, we solve the minimax optimization
problem

min
M

max
D

Ex∼p(x) [logD (x)]

+ E(c,a)∼p(x) [log (1−D (c, a,M(c, a)))] . (4)

The first term in the objective function of optimization
problem (4) captures the ability of the discriminator to
identify realistic trajectories generated by system (1),
whereas the second term simultaneously reflects the pre-
dictive ability of the modelM, as well as the ability of the
discriminator D to distinguish between real and imagined
trajectories.
The inner maximization trains the discriminator D to
differentiate between trajectories sampled from the data
distribution x and predicted trajectories (c,a,M(c,a)).
The outer minimization optimizes the performance of the
prediction model M. In summary, this minimax problem
sets up a competition in which the prediction model
tries to learn to make good enough predictions to fool
the discriminator while the discriminator tries to improve
differentiation of predictions from data samples.
After D is trained, the discriminator scores for our imag-
ined trajectories are evaluated as

st = D (c, a,M(c, a)) . (5)

iii) With these pieces in place, we can now define the
curiosity based optimization problem that we solve in
order to select action sequences that optimize a curiosity
objective defined in terms of the discriminator score. In
particular, we define a planner P that selects actions
which minimize the discriminator score by solving the
optimization problem:

P(c, a,M,D) := argmin
a
D (c, a,M(c, a)) (6)

It then follows that the actions resulting in the least realistic
predictions are selected by the planner defined by optimization
problem (6), resulting in qualitatively more curious behavior.

We note that our discriminator score does not give a
formal uncertainty measure for the model predictionsM(c,a).
Instead, equations (4) and (6) define a minimax game for
agent exploration which we find to be a more computationally
efficient than uncertainty based exploration approaches.

We also note that in the domain transfer problem visualized
in Figure 1 introduces a variant on this process for sampling.



The model M is first trained jointly with the discriminator
D on data from Domain A. Then, the model M and the
discriminator D are used in the planner P to execute the
sampling procedure in Domain B in order to gather data for
updating M. If the discriminator will continue to be used for
future collection tasks, D can be trained jointly withM again
to be updated using the newly sampled data. This sampling
procedure for domain transfer is laid out in more detail for
our specific experimental application in Figure 2.

III. EXPERIMENT DESIGN

To evaluate the performance of our sampling procedure to
improve prediction, we consider a problem formulation in
the robotic manipulation domain in which sample efficiency,
generalizability, transferability, and accuracy are all evaluated.
Here we motivate and specify this experimental design.

In our experiments, we use a variant of the prediction model
from Dasari et al. [6]. A stack of convolutional LSTMs is used
to predict a flow field from an image It and action at. This
flow field is then applied directly to the input image It to
predict the next image frame Ît+1. The true next image frame
It+1 is observed after the given action is taken. This network
is optimized with an L1 loss between the predicted image
Ît+1 and true image It+1. In practice, these models perform
predictions out to some horizon H using a context of C image
frames in which the flow field estimates are applied recursively
across the prediction horizon.

We extend the notation presented in Section II by setting

h = It+1:t+H+1 (7)

such that a sampled trajectory is given by

x = (c, a,h) = (It−C:t, at+1:t+H+1, It+1:t+H+1) . (8)

In the training procedure described by Step 1 in Figure 2,
our prediction model is optimized jointly with the discrimina-
tor defined in Section II. The optimization problem solved by
our model M during training is

min
M

max
D

Ex∼p(x) [L1 (h,M (c, a))] + Ex∼p(x) [logD (x)]

+ E(c,a)∼p(x) [log (1−D (c, a,M(c, a)))] . (9)

which combines the adversarial minimax game from equation
(4) with the L1 loss on prediction error. This is similar to the
loss in [12], where the combination of prediction error and an
adversarial loss were shown to improve prediction quality and
convergence.

We use this prediction model together with the cross-entropy
method (CEM) [16] for planning. CEM has demonstrated suc-
cess in planning directly from image data [8, 9, 7, 6, 22, 17].
CEM estimates the solution of our curiosity objective from
equation (6) via importance sampling. Action samples are
selected from probability distributions of actions at each time
step p(αt,j). In our notation, αt,j is a distribution of actions.
Similiarly, Ît,j is a distribution of predicted future states.
Furthermore, t is the time of the current system state and
t, j denotes an offset of j from time step t. We introduce
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Fig. 3. Heat map of the state space regions explored by each policy over 650
trajectories. Regions which are more yellow indicate a higher count for the end
effector of the Baxter arm accessing that discretized x-y region. Our curious
model explores all corners of the state space, focusing on the edges where
objects accumulate, while the random exploration remains near its starting
location.
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Fig. 4. Histograms of the non-zero gripper forces experienced while
executing each policy. Each policy was executed for 650 trajectories of 30
timesteps. Non-zero force occurs when a large enough object is grasped by
the robot’s fingers. The curious policy spends significantly more time grasping
objects than the random policy.

this notation for the prediction rollouts used by CEM since
p(αt,j) 6= p(αt+1,j−1) in general.

The probability distributions of the actions are recursively
computed by the discriminator score of the predicted trajectory
as follows

p(αt,j) ≈ D
(

Ît,j ,αt,j ,M
(

Ît,j ,αt,j

))
subject to Ît,j =M

(
Ît,j−1,αt,j−1

)
(10)

for j ∈ [1, H] and t ≥ 0 with initial condition

p(αt,0) ≈ D (It,αt,0,M (It,αt,0))

subject to Ît,1 =M (It,αt,0) . (11)

With our curiosity objective, the action sequence with the
minimum score computed by our discriminator is selected by
CEM and executed on the robot.

IV. SAMPLING ANALYSIS

We evaluate the ability of our curiosity objective to effec-
tively explore the environment by comparing the behavior of

∗Image used with permission from [22]



our curious policy to the behavior of the random policy used
in prior work. To make this comparison, we execute Steps
1 and 2 visualized in Figure 2. First, our prediction model
and discriminator is jointly trained on Sawyer data from the
RoboNet dataset [6] by optimizing equation (9). Then, we use
each policy to separately sample trajectories on a Baxter robot
platform. Our curious policy was able to visit a more diverse
array of states and grasp more objects than the existing random
policy.

Figure 3 shows a heatmap of the amount of time the robot’s
end effector spends at each location in the xy-plane. The
curious policy explores the more interesting regions of the
state space, such as the edges of the bins. The walls of the
bin are interesting because they block the motion of objects,
causing the objects to have more complicated dynamics than
when they are in the center of the bin. This visualization shows
our curious policy also explores a larger distribution of the
state space.

In addition to exploring regions of the state space with more
complicated dynamics, the curious policy also allows the robot
to grasp objects more frequently. Figure 4 shows a histogram
of when the grippers of the robot experienced non-zero forces
during data collection for both the curious and the random
policies. Non-zero forces indicate that an object is between the
grippers, preventing them from fully closing. When following
the curious policy, the robot spends a larger portion of its time
grasping objects.

V. PREDICTION RESULTS

We now demonstrate the ability of the samples collected
with our curious policy to enable better prediction on the col-
lecting robot than samples collected with our random policy.
We are not able to perform prediction validation using held-out
samples collected with a curious or random policy since the
prediction performance of the model will be biased toward the
validation set constructed using the same policy executed in
the training data. However, the prediction model and data we
use in our experiment are designed for executing pixel-based
planning tasks. Therefore, we build a dataset for validation of
manipulation task execution on our Baxter robot platform. We
use this dataset to evaluate prediction performance on held out
tasks. We find that the models trained on samples collected
with the curious policy outperforms the models trained on
samples collected with the random policy with lower sample
complexity.

The L2 error improvement for the model trained with the
data collected with the curious policy at different numbers of
samples is shown in Figure 5. The curious sampling strategy
enabled an improvement in prediction over models trained
with randomly sampled data by more than the standard error
on all but one quantity of samples. Error improvement for the
curious policy is especially pronounced at lower numbers of
samples, probably because the random exploration policy is
able to eventually stumble upon the more difficult data points
that the curious model explicitly seeks out. Though only L2

error improvement is shown here, the models trained with

Fig. 5. Improvement in L2 error for the prediction model trained with curious
data over the prediction model trained with the random data. The prediction
model trained with curious data performs better by more than the standard
error on all but one quantity of samples.
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Fig. 6. Example predictions on the control dataset. All models were
trained with 650 samples. In the model trained with the curious data,
the object becomes more blurry, but its motion is much more accurate.

data collected with a curious policy outperformed the models
trained with data collected with a random policy across all
metrics (L1, L2, PSNR, SSIM, LPIPS) and over all numbers of
samples. Qualitative prediction results are shown in Figure 6.

VI. CONCLUSION

We presented a model-based curiosity approach to actively
sample data used to train a prediction model. We showed
that the samples collected by executing the action sequences
generated by our new method increased coverage of our state
space and increased object interaction. We also demonstrated
increased prediction performance and decreased sample com-
plexity in a domain transfer problem for robotic manipulation
by using our targeted sampling strategy. In future work, we
will integrate this adversarial form of model-based curiosity
with other planning and prediction methods for robotic ma-
nipulation and analyze how those decisions impact sampling
performance.
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